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Abstract— Data mining is the processing of analyzing large 

datasets and database so has to derive patterns and establish 

relation between them. There are various disciplines available 

under Data mining and clustering is one of them.  Clustering is 

the process of dividing data into groups that have similar 

objects. Each similar group is a cluster. The distance between 

the objects in the same group is minimum. It is possible to 

implement clustering algorithms via number of methods. This 

paper shows study and comparison between different 

clustering algorithms – Partition methods and hierarchical 

methods.  
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I. INTRODUCTION 

Web analytics involves analyzing the behavior of 

individuals to a Web site. The process of analyzing and 

storing web utilization reports of consumers forms an 

important part of Web analytics. Whenever individuals visit 

website such as a mobile store or a cloth store, a web 

analytics software immediately stores measurable 

information about the user and the information related to 
users computer. The use of Web analytics enables business 

to attract new customers for goods or services and thereby 

increase the amount each customer spends. Web analytics is 

an inseparable part of  customer relationship 

management  analytics. Web Analytics include:- 

a) Determining the chances a customer will repurchase a 

product 

b) The amount of purchases made by each customer or 

group of customers 

c) Observing the geographical regions from which the least 

and most purchases are made 

d) Predicting which customers are likely to purchase in the 

future. 

The main objective of Web Analytics is to promote products 
to consumers and improve the ratio of revenue to marketing 

costs. [1] 

II. DATA MINING 

Data mining is a field that exploits statistical models, 

machine-learning and algorithms over the variants of data. Its 

main objective is to analyze different types of data 

(structured, unstructured and semi-structured) in order to 

gain insights from the data. Data mining is concerned with 

developing methods to explore the unique types of data and 

make the predictions for the future based on the trends in the 

past data.  

The main steps in the process of  Data Mining include:-  

 

1. Business understanding:- This includes understanding 

the business objectives and finding out the business needs.  

It helps to consider the factors like resources, assumptions 

and constraints that are important in meeting the business 

needs. 

2. Data understanding:- The data understanding phase 

includes collection of data from the authentic data sources. 

Once the data is collected it needs to be explored by tackling 

data mining questions which are addressed using querying, 

reporting and visualization. 
3. Data preparation:- The data once collected needs to be 

selected, cleaned, constructed and formatted into the desired 

form.The exploration of data is conducted to derive hidden 

patterns from the data. 

4. Modeling:- This includes selection of modeling 

techniques so that it can be applied on the prepared dataset. 

The dataset is divided into train and test sets. The models 

are build using the train dataset. The test scenarios must be 

generated to validate the quality and validity of the model. 

Models are evaluated to make sure that it meets the business 

requirements. 

 5. Evaluation:- In this phase, new business requirements 
may be raised due to the new patterns that have been 

observed in the data. Understanding the business value is an 

iterative process in data mining. 

6. Deployment:-The stakeholders should be able to use the 

information and make decisions based on the data gained 

through the data mining process. The process of deployment 

can be simple or complex based the business requirements. 
In this paper, we have studied the use of K-means clustering 

and Hierarchical-clustering approach to analyze the data 

related to web pages. 

III. ALGORITHMS USED 

Clustering algorithms are unsupervised learning 

process. In clustering, the data objects having the same 

properties are grouped into a single cluster. The distance 

between the points in the same cluster should be minimum 
as compared to the data objects in different clusters. 

Clustering techniques are further divided into following 

categories:  hierarchical clustering techniques and 

partitioning clustering techniques [2]. A short review of 

methods described below.  

A. Partition Method 

The simplest and easiest version of cluster analysis is 

partitioning, which organizes the object of set into group of 

clusters [2]. Simple example of partition methods is K-

Means. The goal of this algorithm is to find groups in the 

data, with the number of groups represented by the variable 

k. The algorithm works iteratively to assign each data point 

to one of k groups based on the features provided. Data 

points are clustered based on feature similarity. 

K-Means clustering can be implemented with the help of the 

steps described below:-  

1) Initially choose k objects from the data and assign them 

as the cluster centers. 

2) Consider the distance of each object from the cluster 

center. Assign the object to the cluster such that it has 

minimum distance. The distance between the points is 

calculated using Euclidean distance formula given below 
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3) Calculate the new position of each centroid by the mean 

value of object in cluster. [2] 

4) The points stop moving at a certain stage and will get 

assigned to the cluster. Repeat steps 2 and 3 till the points 

stop moving.  
For a given dataset, the minimum number of clusters cannot 

be specified. To overcome this, the results of multiple runs 

with different clusters is done and the best is chosen 

according to criteria.  

There are many methods to determine the number of 

clusters but we have used elbow method. The idea behind 

clustering methods is to define clusters such that the total 

within-cluster sum of square (WSS) is minimized.  

WSS is calculate by the formula :- 

[3] 
The total WSS measures the compactness of the clustering 

and it should be as small as possible. The Elbow method 

looks at the total WSS as a function of the number of 

clusters. One should choose a number of clusters so that 

adding another cluster doesn’t improve much better the total 

WSS. 

 

 
Figure I Plot of Number of Clusters and Percentage of Variance 
explained 

 From the above graph, we observe that at the bend, 
the WSS is reduced after a certain point. Hence we can 
chose the number of clusters as 10 in the above case. 

B. Hierarchical Clustering 

Hierarchical clustering is defined as the method in which 

clusters are formed in the form of a tree or hierarchy. Every 
node in the tree represents the different cluster and the 

clusters in the hierarchy are known as dendrograms [4]. 

Hierarchical clustering can be performed in two ways based 

on splitting and merging of clusters: divisive method and 

agglomerative method.  

Agglomerative method works in the reverse direction of 

divisive method. In this method, the number of clusters are 

given initially and these clusters are merged in such a way 

that the two clusters to be merged are very similar to each 

other. These clusters are merged together until a large 

cluster is formed. Therefore, this method is also known as 

bottom-up approach. [4] [5] 
Divisive method of hierarchical clustering is also known as 

top-down approach in which a large data set is given 

initially and this data set is further divided into a number of 

smaller subsets (known as clusters) until a threshold is 

reached. [4] 

 
Figure II Dendogram for Agglomerative and Divisive Clustering 

 

Types of Hierarchical Clustering :- 

The Hierarchical Clustering is based on any one of the four 

methods. 

Single-link Method: In Single Link Method, the distance 

between two clusters is the minimum of the distances 

between all pairs of patterns drawn one from each cluster. 

Complete-link Method: In Complete-link Method,the 

distance between two clusters is the maximum of all pair 

wise distances between pairs of patterns drawn one from 

each cluster. 

Average-link Method: In Average Link Method, the 
distance between two clusters is the average of all pair wise 

distances between pairs of patterns drawn one from each 

cluster  

Centroid Method: In Centroid Method, the geometric center 

is computed. The distance between two clusters is equal to 

the distance between two centroids. 

For the implemnatation of Hierarchical Clustering in our 

work, We have used Single Link Method. 
 

IV. PROBLEM DEFINITION 

 Web Analytics is the key component of any E-commerce 

companies. It is helps the management team of an E-

commerce company to understand the types of people who 

visit the website and make a purchase. Web analytics helps 

to believe that there are different market segments who make 

a higher purchase than the other segments and thereby create 
market for their customers. The following analysis has been 

made with the help of clustering techniques.  

1. Similarity in the buying pattern of the people based 

on their demographics 

2.  Creating effective customer segments which help 

the management team in customer acquisitions 

V. METHODOLOGY 
This research applied two clustering techniques. They 

were K-means and Hierarchical Clustering. The Data was 

obtained from Google Analytics of the website, which 

includes variables about the customers. The analysis of the 
data was performed using R programming language using 

Rstudio Software. Rstudio is an open source software and is 

widely  used for implementation of data mining algorithms 

and machine learning algorithms. The various attributes 

describing the consumers included:-  

1) Visitor Id- Id number of the person visited 
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2) Average Session duration- Average number of minutes 

that particular customer has spent on the website. 

3) Pages per session – Number of Pages visited per session 
4) Channel – Paid channel 1, Organic channel – 0 

5) Age- Age of the customer 

6) Gender – Male-0, Female – 1 

7) Transaction – Amount of purchase in rupees 

 

 
 

Figure III Dataset for Web Analytics 

Steps in Data Preparation 

The first step in our approach is data selection and 

cleaning. In this step, we observed the structure of the data 

and checked if any missing values were present in the data. 

The unwanted variables which didn’t affect the cluster 

formation were removed.  

 

Figure IV Structure of the data set 

It was observed that the variable Visit_Id does not affect the 

analysis. Hence it was removed from the further analysis.  

 

 

Figure V Summary of the data 

After taking the summary of the data, it was observed that 

there are no missing values in the data.  

VI. RESULTS AND ANALYSIS 

A. Hierarchical Clustering 

Figure III shows the hierarchical cluster formed on the 

website data. 

 
Figure III Dendrogram for Hierarchical clustering 

The entire data was divided into three clusters. The data 

points were assigned to the cluster with minimum distance 

between them. The distance between the points was 
calculated using Euclidean distance formula. The method 

used for building the clusters was “complete method”. 

B. K-Means Clustering 

 The Website Data was divided into clusters using K-
Means Clustering Algorithm. The first step in K-means 
clustering is to decide the number of clusters. Elbow Method 
was used to decide the number of Clusters.  The Elbow Chart 
shows a plot Number of Clusters versus within group sum of 
square. 

 

 

Figure IV Elbow Chart for deciding the number of Clusters 

From the above graph we observed that there is significant 
change in the within groups sum of sqaure after k=2. Hence 
we have taken number of clusters as 2.  We have also done 
the analysis using number of Clusters as 4. 

 

Figure V Centers and Size of the two Clusters 
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Figure VI  Cluster Plot for Number of Clusters=2 

 

 
Figure VII  Cluster Plot for Number of Clusters=4 

C. Analysis of Clusters 

From the figure below, We can clearly see a difference in 

the minimum, maximum and the average value of the 

variable transaction. A range of broader values are included 

in the cluster 1 where as smaller transaction values are 
included in cluster 2 

 

 

Figure VIII Boxplot for Transaction Variables for Number of Clusters  

= 2 

It can be observed from the figure below that people in tha 
Age group from 25 to 40 have a higher purchasing value 
from the rest of the customers. 

     

Figure VIII Boxplot for Age Variable for Number of Clusters  

= 2 

 

VII. CONCLUSION 

Based on the results obtained, Clustering 

Techniques were compared. It was observed that K-means 

Clustering can handle the big data well while Hierarchical 

clustering can’t handle the big data well. K Means is found 

to work well when the shape of the clusters is hyper 

spherical while Hierarchical clustering is not found to work 

well when the shape of the clusters is hyper spherical. In K 

Means clustering, since we start with random choice of 

clusters, the results produced by running the algorithm 
multiple times might differ while in Hierarchical Clustering 

the results are reproducible. K Means clustering requires 

prior knowledge of K i.e. no. of clusters we want to divide 

our data into But, you can stop at whatever number of 

clusters you find appropriate in hierarchical clustering by 

interpreting the dendrogram . 
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